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A B S T R A C T

When the vapor chamber size is close to the capillary length, the influence of gravity on droplets and bubbles can
be negligible and the thermal resistance can also increase significantly due to the reduced wick capillary
transport capacity. In this paper, the operation of vapor chambers with dimensions approaching the capillary
length is simulated by a three-dimensional multiple-relaxation-time lattice Boltzmann model. Improvements are
made to the quartet structure generation set algorithm, enabling the generated porous structures to be fully
connected in all directions, rendering it more suitable for the simulation of three-dimensional heat transfer
problems. The results indicate that a lower filling ratio can facilitate the bursting of bubbles upon contact with
the fluctuating liquid surface, thereby enhancing phase change heat transfer. In addition, by tracking the fluid
transport in porous structures and calculating the thermal resistance, it is demonstrated that the increase in
porosity can lead to a higher critical heat flux. Additional microstructures can be created on the condensation
surface to enhance dropwise nucleation and reflux. The present work provides possible guidelines to optimize the
heat transfer performance of vapor chambers with dimensions close to the capillary length.

1. Introduction

With the continuous miniaturization and integration of electronic
products, the rapid increase in heat flux brings persistent challenges to
the thermal management of electronics [1–3]. The emergence of vapor
chamber (VC) provides an efficient passive solution to dissipate highly
concentrated heat flux, and it is therefore widely applied in solar col-
lectors [4], portable electronic devices [5] and light-emitting diodes [6].
For portable electronic products, ultra-thin vapor chambers (UTVCs)
with an overall thickness of <2 mm are the preferred choice. In order to
strengthen the heat transfer performance of UTVCs, researchers have
carried out a lot of work on the design of the capillary wick structure
[5,7,8], the selection of the working fluids [9], and the vapor-liquid
transport mechanism [10]. However, when the thickness is <0.3 mm,
the thermal resistance of UTVC will increase dramatically due to the
reduced wick capillary transport capacity and the increase of thermal
resistance of vapor diffusion and flow resistance [11]. Studies has shown
that the capillary limit is one of the main factors that limits the heat
transfer performance of VCs, which occurs when the evaporation rate of
the working fluid is faster than the replenishment of the liquid through
wick structure [12]. Therefore, investigating the influence of different

structural parameters on the heat transfer performance of VCs becomes
essential. At the same time, strengthening fluid reflux through addi-
tional means could be one of the concerns of VC optimization in the
future. Recently, it has been proposed that the droplets trapped by mi-
crostructures can take off from the superhydrophobic surface by the
release of surface energy [13,14]. The spontaneous single-droplet
jumping was realized by rationally designing the grooves to limit the
growth of droplets with the instantaneous dimensionless jumping ve-
locity ~ 0.95, which is much higher than that of the conventional pas-
sive approaches (0.2–0.3) [15]. The calculation showed that the droplet
jumping induced by Laplace pressure difference possesses a higher en-
ergy conversion efficiency than coalescence-induced droplet jumping. In
addition, by designing the microstructures appropriately, it is possible to
further control the jumping direction of the liquid droplets [15,16]. The
enhancement of droplet jumping velocity manifests that such a self-
propelling mode can be potentially applied in the reflux of phase
change heat transfer elements.

In terms of numerical simulations, lattice Boltzmann method (LBM)
has been widely applied to simulate mesoscopic phase change heat
transfer problems [17–19]. Recently, Li et al. [20] proposed a three-
dimensional non-orthogonal multiple-relaxation-time (MRT)
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multiphase LB model, which both simplifies the implementation of the
method and ensures the numerical accuracy and is considered as an
alternative to the conventional orthogonal MRT-LB model. MRT LBM
has been employed to study phase change processes, including pool
boiling [21,22] and condensation [17,23]. Wu et al. [24] applied a
Bhatnagar, Gross, and Krook (BGK) model and studied the effects of
surface wettability on the boiling process inside VCs. Furthermore, Ji
et al. [25] also applied a 2D MRT LBM in the simulation and analyzed
the effects of surface wettability on thermal performance of VCs. The
existing LBM simulations are mainly focused on pool boiling. Theoret-
ical analysis indicates that the bubble departure radius is generally on
the order of the capillary length, based on the static force balance be-
tween surface tension and buoyancy [26]. However, with the minia-
turization of the vapor chamber, the thickness of VCs can be close to or
even thinner than the capillary length, indicating that bubbles are
difficult to detach from the surface under the help of buoyancy. Instead,
the bubbles will rupture prematurely during the growth process when
they come into contact with the gas-liquid interface. In addition, the
effect of gravity on the droplet reflux is also negligible. Therefore,
investigating the phase change heat transfer inside VCs with dimensions
close to or smaller than the capillary length is of great importance. Ac-
cording to experimental studies [27], the bottom capillary wick that
supplies the central heating region is also crucial to prevent VCs from the
dry-out under high heat flux, which is often simplified in simulations.
Generally, the porous wick can be generated by quartet structure gen-
eration set (QSGS) in LBM simulations [28]. The specific algorithm
process is as follows: randomly distributing growth nuclei within the
given region. Each growth nucleus grows towards the neighboring lat-
tices until the desired porosity is achieved. Li et al. modified the algo-
rithm to get rid of isolated small cavities and tiny solid phase zones [29].
In terms of heat transfer simulation studies, it requires the continuity of
the porous structure to ensure the thermal conductivity in the z direc-
tion, while current algorithms mainly focus on the capillary pumping
process. Therefore, further improvement is necessary to support the
simulation of heat transfer problems.

In this paper, a 3D MRT LBM simulation is carried out for the
operation of VCs with dimensions close to the capillary length. The
quartet structure generation set (QSGS) algorithm is modified to make it
more suitable for the simulation of 3D heat transfer problems. The ef-
fects of different conditions including wick porosity and filling ratio on
the heat transfer performance of VCs are analyzed. In addition, the po-
tential of microstructures in enhancing fluid reflux of VCs is explored.
This work provides a possible guideline for the design of VCs to cope
with the reduction of the wick capillary transport capacity during
miniaturization of electronic products.

2. Numerical method

2.1. 3D non-orthogonal MRT LB model

In this work, a three-dimensional non-orthogonal MRT LB model is
applied to simulate the phase transition in VCs [20]. The evolution
equation of the density distribution function can be written as:

fi(x+ eiδt , t+ δt) = fi(x, t) −
(
M− 1ΛM

)

ij

(
fj(x, t) − f eqj (x, t)

)
+ δtFʹ

i (1)

where fi(x,t) is the density distribution function, and fieq(x,t) represents
the corresponding equilibrium density distribution function. ei repre-
sents the discrete velocity in the i-th direction, the value of which can be
referred to Ref. [18]. (M− 1ΛM)ij is the collision operator, whereM is the
transformation matrix and Λ is the diagonal collision matrix. F’

i is the
external force term in the velocity space. By matrix transformation, eq.
(1) can be further rewritten as

fi(x+ eiδt, t+ δt) = M− 1[m − Λ(m − meq)+ δt(I − Λ/2)S ] (2)

wherem =Mf,meq =Mfeq, and I is the unit matrix and S represents the
external force term in the moment space. In this work, the non-
orthogonal MRT collision operator based on D3Q19 is adopted [30].
The diagonal matrix of the method is expressed as

Λ = diag
(
1, 1,1, 1, se, sν, sν, sν, sν, sν, sq, sq, sq, sq, sq, sq, sπ, sπ, sπ

)
(3)

whose elements are the inverse of the relaxation time, and sν− 1 is the
relaxation time associated with kinematic viscosity. In this work, se =
0.8，sq = sπ = 1.0. By calculating the distribution function in the ve-
locity space, the macroscopic density and momentum in space can then
be obtained by.

ρ =
∑

i
fi, ρu =

∑

i
eifi +

δt
2
F (4)

where the external force term F includes the fluid-fluid interaction force
Fint, the fluid-solid interaction force Fs and the gravitational force Fg.
The form of the fluid-fluid interaction force adopted in this work is given
as [31].

Fint = − G0ψ(x)
∑

i
G(x+ eiδt)ψ(x+ eiδt)ei (5)

where G0 is the strength of the interaction and G(x + ei) is the weight. In
the D3Q19 model, G1–6 = 1/6 and G7–18 = 1/12. The interaction po-
tential ψ(x) can be expressed as

ψ(x) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2
(
pEOS − ρc2s

)

G0c2

√

(6)

where pEOS can be solved by the equation of state. In this paper, the
Peng-Robinson equation of state is adopted. cs is the lattice sound speed
and c = 1 is the lattice constant. The fluid-solid interaction force Fs can
be written as

Fs = − Gsψ(x)
∑

i
ωis(x+ eiδt)eiδt (7)

where Gs is the fluid-solid interaction strength, which is related to the
surface contact. ωi is the weighting coefficient, and for D3Q19 model, ωi
= 1/3 (i = 0), ωi = 1/18 (i = 1–6), ωi = 1/36 (i = 7–18). s(x) is the
indicator function, which is equal to 1 for solid and 0 for fluid at the
location of x. The gravitational force Fg can be written as

Fg = g⋅(ρ(x) − ρave ) (8)

where g is the acceleration of gravity and ρave is the average density of
the computational area.

The energy equation is solved by introducing another temperature
distribution function applying the method proposed by Gong et al. [32],
and the evolution equation can be written as

gi(x+ eiδt, t+ δt) = gi(x, t) −
1
τT

(
gi(x, t) − geqi (x, t)

)
+ δtωiϕ (9)

where gi(x, t) is the temperature distribution function at moment t and
position x, gieq(x, t) is the corresponding equilibrium density distribution
function. τT is the temperature relaxation time. ϕ is the source term
associated with the phase change and can be written as [33].

ϕ = T
[

1 −
1

ρcv

(
∂p
∂T

)

ρ

]

∇⋅U+

[
1

ρcv
∇⋅(λ∇T) − ∇⋅

(
λ

ρcv
∇T

)]

(10)

where (∂p/∂T)ρ can be obtained from the equation of state and U is the
real fluid velocity. Then, the temperature can be obtained by calculating
the temperature distribution function

T =
∑

i
gi (11)
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In addition, the physical properties of vapor-liquid interface (e.g.,
kinematic viscosity, specific heat and thermal diffusivity) can be ob-
tained by the following equation:

χ = χliquid⋅
ρ − ρvapor

ρliquid − ρvapor
+ χvapor⋅

ρliquid − ρ
ρliquid − ρvapor

(12)

2.2. Model validation

In order to validate the 3DMRT LBmodel, the D2 law is first tested by
recording the decrease in the square of droplet diameter during evapo-
ration. Secondly, the change of the condensation droplet radius with
time is verified in accordance with the power law, and the grid inde-
pendence is examined at the same time.

2.2.1. Verification of phase change process
According to D2 law, the square of the diameter of the droplet should

decrease linearly with time. The calculation domain is set to 100 × 100
× 100 l.u. (l.u. denotes the lattice units), and the periodic boundary
conditions are set all around. The droplet is placed in the middle of the
domain with the radius r = 30 l.u. The initial temperature of the satu-
rated droplet is set to 0.85Tc. The droplet evaporation at different
boundary temperatures is calculated by adjusting the difference be-
tween the initial boundary temperature and the droplet temperatureΔT.
The temperature of the superheated vapor is initialized the same as the
boundary temperature. As shown in Fig. 1, the square of droplet diam-
eter decreases linearly with time in three cases with different tempera-
ture differences, which is in consistent with D2 law.

2.2.2. Grid independence verification
Since the study is mainly focused on the simulation of boiling and

condensation inside VCs, the droplet condensation process in the closed
system is chosen for the grid independence verification. For a 3D single-
droplet condensation process, the relationship between the droplet
radius and time should satisfy the power law (R ~ ta), whose power law
exponent a = 1/3 [34]. As shown in Fig. 2(a), a cold source is set at the
center of bottom (Tbot = 0.65Tc), and the temperature of the top wall is
fixed the same as the initial saturation temperature (Ttop = Ts = 0.85Tc).
A layer of saturated liquid water is set at the top of the domain during
initialization, and the rest of the space is filled with saturated vapor. The

simulation results for calculation domain of Lx × Ly × Lz = 60 × 60 × 60
l.u., 90× 90× 90 l.u., 120× 120× 120 l.u. and 150× 150× 150 l.u. are
shown in Fig. 2(b). It can be seen that the difference between the
simulated exponents and theoretical values is within the acceptable
range (0.23 ≤ a ≤ 0.5) [34,35]. Besides, when the computational
domain is >120 × 120 × 120 l.u., domain size has no significant in-
fluence on the growth of single droplet. Therefore, 120 × 120 × 120 l.u.
is chosen for the subsequent simulations.

3. Results and discussion

3.1. Modified porous structure generation algorithm

The generation of porous structures is usually completed by the
quartet structure generation set (QSGS) [29,36]. In order to guarantee
the accuracy of simulation when calculating three-dimensional thermal
conductivity problems, a modified QSGS algorithm is developed in this
work, to make sure that the generated structures are completely con-
nected in all directions. Based on the original QSGS, the improved al-
gorithm can further find the discontinuous solid phase parts and make
them grow separately. By setting an acceptable porosity deviation range,
the generated porous structure can be guaranteed to meet the porosity
requirements. The porous generation steps of the modified algorithm are
as follows (Fig. 3):

(a) Randomly distribute growth cores as ancestral cores in the space
according to the given distribution probability ηd, and number
the different ancestral cores (part number pnum = 1, 2, 3, …,
pmax).

(b) According to the growth probability ηg, each ancestral core ex-
tends to the neighboring lattices, and the solid phase lattices
grown from the same ancestral core are labeled with the same
part number as the ancestor.

(c) Take all solid phase lattices as the growth core, repeat step (2)
and count the number of solid phase lattices until the setting
porosity ηsp is reached.

(d) Find the flow dead zones in the generated porous media domain
and convert them to solid phases. Again, find the cores that are
not extended and convert them into fluid phases.

Fig. 1. Evaporation process verification. (a) Schematic diagram of the simulation. (b) Variation of the square of the droplet diameter with time at different boundary
temperatures.
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(e) Merge the connected parts: traverse the porous media, find the
connected solid phase parts, modify their part numbers to the
minimum value among them, and obtain a new set of part
numbers. For example, the solid pnum= 5 is connected to the solid
part pnum= 1 in Fig. 3(a). Therefore, assign the label 1 to the solid
pnum = 5, making them a unified whole with pnum = 1.

(f) Make the isolated parts continue to grow in descending order of
number, until they are connected to solid phase parts with
smaller part numbers. Then, modify their part numbers to the
smaller one. In the end, all the part numbers are reduced to the
same value and the generation of porous structures is completed.

(g) Recalculate the porosity, check whether the generated porosity
ηgp is within the acceptable porosity deviation range Δη, if not, go
back to step (2) and regenerate the porous structure.

As shown in Fig. 4(a), the continuity of the structure generated by the
original algorithm is analyzed when the setting porosity ηsp = 0.2–0.8.
The porous structure is repeatedly grown 30 times and the mean and
standard deviation of the number of isolated parts are calculated each
time. The results show that the number of isolated parts in the porous
structure generated by the original algorithm increases with the increase
of porosity. There are no isolated parts observed when the setting
porosity ηsp is reduced to 0.2. Then the computational efficiency of the
improved algorithm is analyzed. When Δη = ±0.03, the qualification
ratios for different ηsp are shown in Fig. 4(a), which represents the
proportion of porous structures whose ηgp ∈ (ηsp-Δη, ηsp + Δη). For the
cases ηsp = 0.2–0.5, the qualification ratio is close to 100%, that is, the
desired porous structure can be obtained with fewer code cycles. Spe-
cifically, a total of 30 times porosity generation results for ηsp = 0.5–0.8
are shown in Fig. 4(b). With the increase of ηsp, the resulting continuous
structure is more difficult to meet the porosity requirements, indicating
that longer computation time is required to obtain the desired porosity.

3.2. Calculation domain and parameter settings

The diagram of the calculation domain is shown in Fig. 5. Constant
heat flux boundary condition is adopted at the bottom, with a heating
area of 30 × 30 l.u. in the center, and the remaining area is kept

adiabatic [37]. The thickness of the bottom solid is 5 l.u. The thickness of
the porous structure is 10 l.u., of which the porosity is set as 65%. The
constant temperature boundary condition is adopted at the top with Ttop
= 0.65Tc. In order to analyze the phenomenon of droplet detachment
caused by different mechanisms on the condensing surface, including
coalescence-induced jumping and single droplet jumping, the contact
angle of the top wall is set to θtop = 160◦ [38]. Additional square
micropillars are set to enhance condensation nucleation and reflux, with
a width of 6 l.u. and a height of 24 l.u. Periodic boundary condition is
used for the rest of the periphery. Besides, the halfway bounce-back
scheme is adopted for the solid surface, and conjugate boundary con-
dition is applied for the fluid-solid interface. The computational domain
is filled with saturated vapor at 0.85Tc and a layer of saturated liquid
water is initialized at the bottom.

In addition, the capillary length is often used as the characteristic
length to correspond the lattice unit to the actual unit [17], which can be
written as

l0 =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅σ
g(ρl − ρv)

√

(13)

where l0 is the capillary length, g is the gravitational acceleration, ρl and
ρv are the densities of saturated liquid and saturated vapor. In this work,
the gravitational acceleration is taken as g= 3× 10− 5 in lattice unit, and
the working medium is chosen as water. With the characteristic time
chosen as t0 =

̅̅̅̅̅̅̅̅̅
l0/g

√
, the dimensionless time can further be expressed as

t* =
t
t0

= gt
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ρl − ρv

σ

√

(14)

where t is the lattice time. In this study, the capillary length l0lu = 81.4 l.
u., the size of the calculation domain Lx = Ly = Lz ≈ 1.5 l0 and the
characteristic time t0 = 805.3. To correspond lattice units and real units,
the capillary length in real unit is also calculated. In this study, the
saturated vapor is set as 0.85Tc, with coexistence densities, surface
tension and gravitational acceleration in real unit ρl = 735.96 kg/m3, ρv
= 37.77 kg/m3, σ = 0.017163 N/m and g = 9.81 m/s2. Therefore, the
calculation result for capillary length in real unit is l0real = 1.58 mm.

The dimensionless heat flux can be calculated by q* = q/q0, where

Fig. 2. Grid independence verification. (a) Schematic diagram of condensation. (b) Variation of ln(R) with ln(t) at different lattice resolutions.
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Fig. 3. The generation of porous structures. (a) Flow diagram of the generation of porous structures by modified algorithm. (b) Comparison of the porous structures
generated by the original QSGS algorithm and modified algorithm. The size of the computational domain is 60 × 60 × 6 l.u.
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the reference heat flux is defined as [39].

q0 =
μlhfg
l0

(15)

where μl = 0.40 is the liquid dynamic viscosity and hfg = 0.39 is the
latent heat which can be obtained by the latent heat calculation method
[40]. It should be noted that unless otherwise stated, all variables in this
study are expressed in lattice units.

3.3. Phase change phenomena during the operation of VCs

To simulate the operation of the system and observe as many phase
change phenomena as possible, four square micropillars are arranged on
the condensation surface as a structural unit. The phase change process
inside the VC is shown in Fig. 6, with the constant heat flux q = 0.03
(corresponding to q* = 15.65) and filling ratio α = 35%. It should be
noted that the filling ratio in this study is defined as working fluid

volume compared to hollow space inside vapor chamber. Following the
start-up of the VC, bubbles are first generated in the middle of the
capillary wick. As the lateral transfer of heat, small bubbles begin to
appear throughout the bottom under the existence of lateral heat con-
duction. During the heating process, the bubbles do not detach but
continue to grow on the surface of the porous structure until they
rupture upon contact with the liquid-gas interface. On the other side, the
micropillar structure provides nucleation sites for condensation and
accelerates the formation of condensate droplets. As presented in Fig. 6,
both overflow-induced single-droplet jumping and coalescence-induced
droplet jumping are observed during dropwise condensation.

Fig. 7(a) shows the variation of the average heating surface tem-
perature Tavg with time under the condition of interval heat flux. And the
corresponding bubble dynamics during the heating cessation stage are
presented in Fig. 7(c). As the liquid fluctuates, large bubbles break after
touching the liquid-vapor interface, while smaller bubbles shrink and
disappear with time. The comparison of the temperature variation with

Fig. 4. Quantitative analysis of the modified algorithm. The qualification ratio represents the proportion of porous structures whose ηgp ∈ (ηsp-Δη, ηsp + Δη). (a) The
qualification ratio of the generated porous structure. (b) A total of 30 times porosity generation results for ηsp = 0.5–0.8.

Fig. 5. Schematic diagram of the vapor chamber.
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constant heat flux and interval heat flux is shown in Fig. 7(b). For
constant heat flux, the temperature of the heating surface tends to sta-
bilize after t* = 15. Due to the generation and departure of bubbles, the
surface temperature still fluctuates slightly after the stable operation of
the VC. For interval heat flux, the temperature curve at each heating
stage is basically consistent with that of the constant heat flux. After the
heating is stopped, the temperature of the heating surface decreases
rapidly.

3.4. The influence of porous structures

In this section, effects of porous structures on thermal resistance and
the performance of phase change inside the VCs are studied. To visually
demonstrate the flow of the working fluid in the porous structure, the
velocity vector plot at t* = 7.45 and z = 8 of continuous heating in
section 3.3 is selected and presented in Fig. 8(a). During the bubble
nucleation and growth process, the working fluid is replenished to the
liquid deficient area through the porous wick. In addition to the
observable bubbles corresponding to Fig. 8(b), the convergence direc-
tion of the velocity vectors can also be used to predict the subsequent
bubble nucleation locations in advance.

Fig. 9(a) compares the thermal resistance of VCs with different
porosity conditions. The VC thermal resistance can be calculated by

R =
Tavg − Ttop

q
(16)

where Tavg is the average heating surface temperature, Ttop is the
condensation surface temperature and q is the constant heat flux. The
thermal resistance under four different porosity conditions is calculated
for heat flux of 0.1, 0.2, 0.3, and 0.4. The results show that the thermal
resistance decreases with the increase of the heat flux which is consistent
with the experimental studies [27]. However, for the case of ηp = 50%,
the heating surface experiences dry-out when the heat flux density ex-
ceeds 0.3. Similarly, for the case of ηp = 35%, the dry-out occurs when
the heat flux density exceeds 0.2. The reason is that the porous wick at
the bottom mainly provides lateral capillary force during the heat
transfer process to replenish the liquid to the heating area. The resis-
tance of fluid flow in the porous wick is related to permeability: the

smaller the permeability, the greater the resistance to fluid flow in the
wick. The relationship between permeability and porosity can be
expressed by the Carman-Kozeny equation [41].

k =
d2η3p

c
(
1 − ηp

)2 (17)

where k is the permeability, d is the mean pore diameter, and c is a
constant. Therefore, the decrease of porosity leads to the increase of flow
resistance. In the case of high heat flux, the inability to replenish the
working fluid to the heating surface in time can lead to the occurrence of
dry-out phenomenon, which means that the critical heat flux decreases
as the porosity decreases.

On the other hand, as shown in Fig. 9(a), an increase in porosity
under the same heat flux leads to a slight increase in thermal resistance.
The main reason is that with the increase of heat flux, bubble distur-
bance plays an increasingly important role in enhancing heat transfer. A
higher lateral liquid replenishment capability of the porous wick makes
it more difficult for large bubbles to grow on the surface, resulting in the
inability to enhance liquid disturbance through frequent bubble bursting
to further enhance the heat transfer efficiency of VCs (Fig. 9(b)). Of
course, it should be noted that the failure of large bubbles to burst in
time can also lead to the occurrence of partial dry-out. The higher
permeability ensures that the VCs can withstand a higher heat flux.
Therefore, the selection of porosity should be based on the actual heat
transfer requirements. If the heat flux requirements are already met, a
smaller porosity can be chosen to provide lower thermal resistance.
Otherwise, selecting a porous wick with a higher porosity can ensure a
higher critical heat flux.

3.5. The influence of filling ratio

To analyze the effect of different filling ratios on heat transfer per-
formance of the VCs, we selected two typical heat flux densities (q =

0.01 and 0.03) and analyzed the variation of the average temperature on
the heating surface (z= 0) over time. Additionally, a region on the upper
surface of the porous wick (z = 15) with the same size as the heating
surface is also selected to calculate the average temperature, which is

Fig. 6. Operation process of the vapor chamber with q = 0.03 and filling ratio α = 35%. (a) Overflow-induced single-droplet jumping. (b) Coalescence-induced
droplet jumping.
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intended to reflect the disturbance of bubbles to the liquid. At the same
time, the micro-pillar structure on the top is removed to prevent its
potential influence under high filling ratios.

As presented in Fig. 10(a), when the heat flux q = 0.01, the tem-
perature of the heating surface rises with the increase in the filling ratio.
The main reason is that at low heat flux, the thickening of the liquid film

leads to an increase in the conduction heat resistance. As a result, the
thermal resistance increases with the increase of liquid film thickness.
On the other hand, the upper surface of the porous wick exhibits mini-
mal fluctuations in average temperature due to the growth of bubbles.
When the heat flux q = 0.03 (Fig. 10(b)), the fluctuation in the tem-
perature curve of the upper surface of the porous wick is significantly

Fig. 7. Operation process of the vapor chamber with interval heat flux. (a) Variation of Tavg with time under the condition of interval heat flux. (b) Comparison of
temperature variation under constant heat flux and interval heat flux. (c) Dynamic evolution of bubbles during the heating cessation stage.

Fig. 8. Transport of working medium in porous wick. (a) Cross section at z = 8. (b) Corresponding bottom bubble growth diagram.
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enhanced, indicating a pronounced intensification of the disturbance
caused by bubbles inside the liquid. At the same time, the average
temperature of the heating surface is still lower when the filling ratio α
= 35% compared to other conditions. The main reason is that the size of
the VCs is chosen to be close to the capillary length, which restricts the
bubbles from detaching from the surface of the porous wick under the
effect of buoyancy. Bubbles can only rupture through contacting with
the gas-liquid contact surface. The higher the filling ratio, the larger the
bubbles need to grow to reach the gas-liquid interface, thereby inhib-
iting phase change heat transfer. When the filling ratio is lower, bubbles
are more likely to burst after contacting the fluctuating liquid surface
during the growth process, thereby enhancing phase change heat
transfer. Therefore, in the case of ensuring that partial dry-out does not
occur, for a VC with a size close to or smaller than the capillary length,
choosing a lower filling ratio will result in a lower thermal resistance.

3.6. The influence of microstructures on condensation surfaces

The effect of the number of structural units on the variation of
heating area is studied subsequently. Fig. 11(a) compares the thermal

resistance of VCs for smooth condensation surface and microstructured
surface at different heat fluxes when the filling ratio α = 35%. Structure
X represents a structure with X structural units. The results show that the
impact of different condensation surfaces on thermal resistance is rela-
tively minor. The main reason is that the filling ratio is sufficient to
prevent VCs from partial dry-out, and therefore the reflux effect of the
microstructure is not obvious. When the filling ratio is further reduced to
20% (Fig. 11(b)), the fluctuation of the average temperature over time
with different condensation surfaces becomes evident due to the
appearance of partial dry-out, and the enhancement of microstructure
on reflux begins to manifest. The specific configurations of the three
structures can be referred to Fig. 11(c). The average heating surface
temperature of the VC with micropillars remains consistently lower than
that of the VC with smooth condensation surface during the temperature
fluctuation. To visualize the enhancement of microstructures on reflux,
the evolution of condensation and droplet detachment is presented in
Fig. 11(c), with the constant heat flux q= 0.03 and filling ratio α = 20%.
It is shown that the presence of microstructures greatly accelerates the
rate of nucleation. In addition, the micropillars set in the middle also
increase the probability of droplets falling to the central heating area.

Fig. 9. The influence of porous structures on the operation of VCs. (a) Variation of thermal resistance with heat flux under different porosity conditions. (b) Bubbles
on surfaces with different porosity.

Fig. 10. The effect of filling ratios on the operation of VCs. (a) The temperature variation curve with heat flux q = 0.01. (b) The temperature variation curve with
heat flux q = 0.03.
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Regarding Structure 3, although the increased number of micropillars
provides more nucleation sites and enhances the fluid reflux, the prob-
ability of droplet deposition in the central heating zone does not increase
significantly. In conclusion, for VCs that are prone to local dry-out
during the start-up phase, additional microstructures can be fabricated
on the condensation surface to enhance nucleation during the initial
phase. Besides, the direction of the micropillars can be aligned with the
heating surface, which makes it easier for the reflux droplets to cool the
heating surface directly.

4. Conclusion

In this paper, a 3D non-orthogonal MRT lattice Boltzmann model is

employed to simulate the operation of VCs with dimensions close to the
capillary length. The QSGS algorithm is modified for the simulation of
heat transfer problems. The effects of wick porosity and filling ratio on
the heat transfer performance of VCs are analyzed. Moreover, the po-
tential of microstructures in enhancing fluid reflux of VCs is explored.
The main conclusions are summarized as follows:

(1) When the size of the VC is close to the capillary length, the
bursting of bubbles is mainly achieved through their contact with
the liquid-vapor interface during the growth process. The
detachment of droplets from the condensation surface is caused
by the release of surface energy, including coalescence-induced

Fig. 11. Comparison of VCs with different structures on condensation surfaces. (a) Variation of thermal resistance with heat flux. (b) Variation of Tavg with time. (c)
Reflux conditions of different condensation surface structures when the filling ratio is 20%.

Y. Zhu et al. International Communications in Heat and Mass Transfer 158 (2024) 107926 

10 



droplet jumping and pinning/stretch-induced single droplet
jumping.

(2) The increase in porosity can lead to a decrease in flow resistance,
which allows the porous wick to withstand a higher critical heat
flux. On the other hand, a higher lateral liquid replenishment
capability also makes it more difficult for bubbles to grow,
resulting in the inability to enhance liquid disturbance through
frequent bubble bursting to further enhance the heat transfer
efficiency. Therefore, if the heat flux requirements are already
met, a smaller porosity can be chosen to achieve a lower thermal
resistance. Otherwise, a porous wick with a higher porosity can
ensure a higher critical heat flux.

(3) When ensuring that partial dry-out does not occur, for a VC with
dimensions close to the capillary length, choosing a lower filling
ratio can result in a lower thermal resistance. The main reason is
that the surface tension has a much greater effect than buoyancy,
making it difficult for the bubbles to detach under the influence of
buoyancy. The higher the filling ratio, the more difficult it is for
bubbles to contact the fluctuating liquid-vapor interface and
burst.

(4) For VCs that are prone to experiencing local dry-out during the
start-up phase, it is possible to create additional microstructures
on the condensation surface to enhance dropwise nucleation and
reflux during the initial stage. In addition, the direction of the
micropillars can be aligned with the heating surface, which
makes it easier for the reflux droplets to cool the heating surface
directly.
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