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Physical and mathematical models significantly affect the ease of system analyses and optimization. This
contribution presents a modified thermal resistance model for an evaporative cooling process and estab-
lishes an energy flow model analogous to an electrical circuit for an indirect evaporative cooling and ven-
tilation (IECV) system based on the overall energy transport. The system modeling equations based on
Kirchhoff’s laws are a set of linear algebraic equations that characterize the relationships between each
component in the system. They are applied as system constraints in the Lagrange multipliers method to
optimize the design. The optimization minimizes the total thermal conductance for a fixed cooling capac-
ity and total circulating water mass flow rate. The solutions of the optimization equations for a typical
IECV system give a set of Pareto frontiers that reflect the trade-off between the thermal conductance
and the mass flow rate, which represent the investment cost and the operating cost. Optimizations with
various cooling capacities, indoor temperatures and ambient air conditions reveal their impacts on the
optimal parameter allocations. Therefore, this application of the energy flow model shows its advantages
for both performance analyses and system optimization.

� 2019 Elsevier Ltd. All rights reserved.
1. Introduction

Environmental issues have led to the need for renewable energy
sources that often require large scale energy storage to replace fos-
sil fuel consumption. Improved standards of living require better
thermal comfort capabilities with heating, ventilation and air con-
ditioning systems (HVACs) contributing nearly 50% of the energy
consumed in buildings and 10–20% of the total primary energy
consumption [1], which implies an enormous potential for energy
conservation. HVAC systems using evaporative cooling and ventila-
tion (ECV) are an environmentally-friendly, efficient approach to
simultaneously handle heat and moisture loads [2]. Therefore,
ECV systems are being rapidly integrated into both residential
and commercial buildings in the last few decades.

There have been many studies to evaluate and improve the per-
formance of ECV systems that can be characterized in three
aspects. One set is factor studies which explore the influence of
ambient air conditions [3], operating parameters such as tempera-
ture and water flow rate [4], flow arrangements [5] and packing
types and geometries [6] on the cooling performance. The second
set involves research on various system layouts, including indirect
evaporative cooling [2], dew-point evaporative cooling [7], multi-
stage systems [8] and hybrid systems [9,10] that combined evapo-
rative cooling with other HVAC units. The last set is applications of
different assessment criteria, for instance, wet-bulb effectiveness
[11], dew-point effectiveness [12], exergy efficiency [13] and
entransy efficiency [14]. Moreover, to further optimize the system
efficiency, some studies have also compared the system perfor-
mance with various combinations of structural and operating
parameters with various objectives such as minimizing the exergy
loss [15–17]. However, these trial and error methods cannot easily
lead to the optimal theoretical solution.

These analytical and numerical studies all used a modelling
method which affects both the performance analysis and the sys-
tem optimization. In general, HVAC modeling methods [18] can
be categorized into data-driven and physics-based approaches.
The data-driven approaches use mathematical techniques such as
artificial neural networks (ANN) [19], adaptive neuro-fuzzy infer-
ence systems (ANFIS) [19] and the group method of data
handling-type neural networks (GMDH) [20] to approximately
describe the relationship between the input and output variables
obtained from a large amount of test data. These methods are accu-
rate within the range of the experimental conditions, but does not
reflect either the physical mechanisms relating the components or
the system relationships. Physics-based approaches base the
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Nomenclature

T temperature
D humidity
R inlet temperature-based thermal conductance
G heat capacity rate
KA thermal conductance
Q heat transfer rate

Greek
cp constant pressure specific heat
c evaporation latent heat
m mass flow rate
h enthalpy

u mass flow rate ratio of ambient air
ki Lagrange multipliers
e thermal driving potential

Subscripts
a ambient air
w water
h hot
c cold
sat saturation
wb wet bulb
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modeling equations on the physical laws governing the heat trans-
fer and the heat-work conversion, the fluid dynamics and the com-
ponent characteristics such as pumps and valves [21–23].
However, this method can lead to unnecessary intermediate vari-
ables and over-constrained analytical equations. In addition, the
solution process can then require many iterations with long com-
puting times, especially for complex systems. The physics-based
approach is component-oriented which models the system by ana-
lyzing all the physical processes of each component and then inte-
grating all the governing equations.

Recently, Chen et al. [24] derived a model for the inlet temper-
ature difference-based thermal resistance for a heat exchanger
based on the thermal-electrical analogy and developed a power
flow method which is successfully applied to the optimizations
for heat transfer networks [25], energy storage systems [26],
electric-thermal energy systems [27] and ORC systems [28]. The
energy flow model is a system-oriented method which can be used
to conveniently define the energy network relations using electri-
cal circuit theory while avoid excessive intermediate variables and
iterations. However, the energy flow method for thermal systems
involving evaporative cooling processes, which involve coupled
heat and mass processes, still needs further development. A global
optimization method is also needed to obtain the optimal system
Fig. 1. Schematic of an indirect evaporative cooling and ventilation system. (1-air pre
circulating water pump, 6-exhaust fan, 7-fresh air exhaust fan).
parameters for various thermal systems [29–32] based on the
Lagrange multipliers method. This method requires extra system
constraints, i.e., mathematical relations between the structural
and operating parameters, which are obtained here from an
entransy analysis.

This study first presents a modified thermal resistance model
for the coupled heat and mass transfer process and an energy flow
model for a typical indirect evaporative cooling and ventilation
(IECV) system with several thermal resistances and thermal driv-
ing potentials. Then, Kirchhoff’s law is used to develop a group of
algebraic equations that represents the system relationships for
modeling and the optimization constraints. The Lagrange multipli-
ers method is used to optimize the system to obtain the minimum
total system thermal conductance for various operating conditions
to show the applications and advantages of this modelling method.
The impacts of the cooling requirements and the ambient air con-
ditions on the system optimization are also discussed.

2. Energy flow model for an indirect cooling and ventilation
system

Fig. 1 is a schematic of a typical indirect evaporative cooling and
ventilation system, where A–J, M, N and R represent different
-cooler, 2-direct evaporative cooler, 3-fresh air heat exchanger, 4-fan coil unit, 5-
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states. The system mainly consists of three counter-flow heat
exchangers, one coupled heat and mass transfer heat exchanger,
two fans and one pump. In this system, ambient air is driven into
the direct evaporative cooler (2) by the fan (6) from the air pre-
cooler (1). Meanwhile, the circulating water in the direct evapora-
tive cooler (2) will evaporate due to the pressure difference
between the water vapor in the ambient air and the saturated
water vapor over the circulating water surface. The cooled circulat-
ing water is then split into two streams by the circulating water
pump (5). One stream is pumped to the air pre-cooler (1) and
reduces the air temperature entering the direct evaporative cooler
(2) while the other stream flows through the fan coil unit (4) to
cool the indoor air and then through the fresh air heat exchanger
(3) to cool the fresh air blown into the room. The circulating water
flowing out of the fresh air heat exchanger (3) and the air
pre-cooler (1) then mix back together and flow back to the direct
evaporative cooler (2) to complete the cycle. The whole system
produces cooling water to simultaneously remove the room heat
load and supply fresh air.

This system energy transport processes include three counter-
flow heat transfer processes, one coupled heat and mass transfer
process in the direct evaporative cooler and one mixing process
of the circulating water. Therefore, different analogous electrical
components are introduced to describe the different processes.
Some assumptions are made to simplify the analysis: (1) the ther-
mophysical properties of water and air, e.g., the specific heat and
the latent heat remain constant; (2) the Lewis number equals
one (Le = 1) during the coupled heat and mass transfer process;
(3) the saturation line of water is linear and follows the relation:
Dsat = a�Tsat + b and (4) the circulating water mass flow rates at
states J and D are assumed to be the same, i.e., mw,J =mw,D.

2.1. Energy flow analysis of the IECV system

The heat transfer and electrical conduction analogy is used to
define the inlet temperature difference-based thermal resistance
as [24]:

R ¼ Th;i � Tc;i

Q
; ð1Þ

where Th,i and Tc,i are the hot and cold fluid inlet temperatures and
Q represents the heat transfer rate from the hot fluid to the cold
fluid. R then is the heat transfer resistance for this process for the
temperature potential difference Th,i � Tc,i. The energy balance
equations for the two fluids can then be used to define R for a
counter-flow heat exchanger as

R ¼ Gceah � Gheac

GhGc eah � eacð Þ ; ð2Þ

where G is the heat capacity rate which is the product of the mass
flow rate (m) and the specific heat (cp). Subscripts h and c represent
the hot fluid and cold fluids and a is defined as

ai ¼ KA
Gi

; i ¼ h; c; ð3Þ

where KA denotes the thermal conductance of the heat exchanger
which is the product of the heat transfer coefficient (K) and the heat
transfer area (A). Unlike the number of transfer units (NTU), a cor-
responds to the heat capacity rate of each fluid. The thermal resis-
tance only depends on the heat capacity rates of the two fluids
and the thermal conductance which represent the operating and
structural parameters of the process. For a given heat exchanger,
the heat transfer rate can then be directly calculated from the inlet
parameters of the two fluids. The air pre-cooler (1), the fresh air
heat exchanger (3) and the fan coil unit (4) shown in Fig. 1 are all
counter-flow heat exchangers which can be readily characterized
by this thermal resistance model.

However, unlike in single-phase heat exchangers, the tempera-
ture of the circulating water in the direct evaporative cooler is
simultaneously affected by the sensible heat transfer to the ambi-
ent air and the latent heat transfer related to the mass transfer of
the water vapor. This coupled heat and mass transfer process can
be regarded as a single-phase heat transfer process between the
water and the ambient air at its wet-bulb temperature with the
assumption that Le is equal to one and the saturation line is linear.
The equivalent energy balance equation [30] is then

Q2 ¼ ma;Acp;ea Ta;wb;C � Ta;wb;B

� � ¼ mw;Jcp;w Tw;J � Tw;D
� �

; ð4Þ
where Ta,wb is the wet-bulb temperature of the ambient air and Tw is
the circulating water temperature. cp,ea = cp,a + a�c0 denotes the
equivalent constant pressure specific heat of the ambient air and c0
is the latent heat. Subscripts C, B, J and D correspond to the states
shown in Fig. 1. The equivalent thermal conductance of this coupled
heat and mass transfer process is cp,ea/cp,a times larger than thermal
conductance of the direct evaporative cooler, (KA)2. Therefore, the
modified thermal resistancemodel for thedirect evaporative cooler is

R2 ¼ Tw;J � Ta;wb;B

Q2
¼ Geaeaw � Gweaea

GwGea eaw � eaeað Þ ; ð5Þ

where

Gea ¼ ma;Acp;ea; ð6Þ

ai ¼ cp;ea KAð Þ2
cp;aGi

; i ¼ w; ea : ð7Þ

The air pre-cooler energy balance can be combined with the
isenthalpic humidification process of the ambient air at state B,
i.e., ha,B = ha,B,wb , to relate the wet bulb temperature of the ambient
air at state B, the ambient air inlet parameters and the heat transfer
rate in the air pre-cooler (Q1)

Ta;wb;B ¼ ma;A cp;aTa;A þ c0Da;A þ 273:15a� bð Þc0
� �� Q1

ma;Acp;ea
; ð8Þ

where Da represents the ambient air humidity. Then, the heat trans-
fer and the coupled heat and mass transfer process between the two
fluids can be described using the thermal resistance model to relate
the various nodal potentials for the inlet temperatures of the two
fluids.

The energy equations for the water stream in the heat exchang-
ers are then used to define the circulating water temperature dif-
ferences resulting from the heat transfer

e1 ¼ Tw;F � Tw;E ¼ Q1

mw;Ecp;w
; ð9Þ

e3 ¼ Tw;I � Tw;H ¼ Q3

mw;Hcp;w
; ð10Þ

e4 ¼ Tw;H � Tw;G ¼ Q4

mw;Gcp;w
; ð11Þ

where e are the thermal driving potentials that characterize the
temperature increases in the energy network like voltage sources
in an electrical circuit which are determined by the corresponding
heat transfer rates and mass flow rates in each heat exchanger. Sim-
ilarly, the temperature changes due to the mixing of the circulating
water streams at states F and I can be described by two thermal
driving potentials as

emix1 ¼ Tw;J � Tw;F ¼ Q2

mw;Dcp;w
� Q1

mw;Ecp;w
; ð12Þ
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and

emix2 ¼ Tw;J � Tw;I ¼ Q2

mw;Dcp;w
� Q3 þ Q4

mw;Gcp;w
; ð13Þ

where Q3 and Q4 are the heat transfer rates in the fresh air heat
exchanger and the fan coil unit. The energy flow model for the IECV
system can then be given by connecting the state nodes at the same
temperatures as shown in Fig. 2.

In the figure, the red lines stand for the heat sources (indoor air
and ambient air) while the black lines indicate the circulating
water. e1, e3 and e4 represent the temperature changes of the circu-
lating water passing through the air pre-cooler, the fresh air heat
exchanger and the fan coil unit. R1–R3 are the thermal resistances
for each heat transfer process, while R4 is the thermal resistance
of the coupled heat and mass transfer process. This model intu-
itively shows both the energy transport directions and the con-
necting relations between each component. In addition, the
lower temperature limit of the cooling water from this IECV system
is the wet bulb temperature of state B. Furthermore, since this
model is similar to an electrical network, Kirchhoff’s laws for elec-
trical circuit theory can be used to derive the system equations for
modeling the IECV system.

2.2. Modeling of the IECV system

Kirchhoff’s current law relates the flow rates in each branch of
the energy network as,

Q1 þ Q3 þ Q4 � Q2 ¼ 0; ð14Þ
This is the same as the overall system energy conservation

equation. Kirchhoff’s voltage law relates the nodal temperature as

Ta;R � Q4R4 þ e1 þ emix1 � Q2R2 ¼ Ta;wb;B; ð15Þ

Ta;A � Q1R1 þ e1 þ emix1 � Q2R2 ¼ Ta;wb;B; ð16Þ

Ta;M � Q3R3 þ e3 þ emix2 � Q2R2 ¼ Ta;wb;B; ð17Þ
where thermal resistances R1, R3 and R4 are obtained by substituting
the corresponding heat capacity rates and thermal conductances
into Eq. (2). For a given IECV system with given ambient air condi-
tions and mass flow rates of the circulating water in the two
streams, Eqs. (14)–(17) can be combined with Eq. (8) to calculate
the heat transfer rate in each heat exchanger.

The energy flow model relates the inlet parameters, the struc-
tural parameters, i.e., the thermal conductance and the operating
parameters, i.e., the mass flow rates of the two circulating water
streams to the system output, i.e., the cooling capacity, through a
set of linear algebraic equations. Unlike conventional physical-
based methods, this method establishes the governing energy
transport equations from a system-level perspective. This model
Fig. 2. IECV energ
then reflects both the characteristics of the various processes and
the relationships between each component with the minimum
number of unknowns, while conventional models include the
immediate temperatures of the circulating water at all the various
states in the cycle since physical models of the whole system
model the components one by one. Therefore, the energy flow
model effectively simplifies the calculation, especially for hybrid
thermal systems involving IECV and multi-stage ECV systems.

2.3. Model verification

The energy flow model for a plate-fin heat exchanger has
already been validated experimentally [33]. The reliability of the
IECV energy flow model is verified here by comparing with previ-
ous numerical results [34] in Fig. 3 and experimental data [16] in
Table 2. The ambient air and circulating water inlet parameters
are listed in Table 1. The results indicate that the energy flow
model predictions agree well with both the earlier predictions
and the experimental data with relative errors of less than 5% for
the other model and 7.4% for the experimental data.

3. Optimization model for the IECV system

IECV system designs should consider both the investment cost
and the operating cost. The investment cost mainly depends on
the heat exchanger heat transfer areas while the operating cost
mainly depends on the energy consumed by the circulating water
pump. However, these two conflicting optimization objectives can-
not normally be simultaneously optimized for a given system cool-
ing load.

Therefore, in this study, the system is optimized for a given total
circulating water flow rate with the aim to minimize the total ther-
mal conductance of all the heat exchangers. This is a typical con-
strained optimization problem which can be solved using the
Lagrange multipliers method from optimization theory.

For an IECV system with a fixed cooling capacity,

Q3 þ Q4 ¼ Qc ¼ const; ð18Þ
and a given total mass flow rate of circulating water,

mw;E þmw;G ¼ mw;J ¼ const; ð19Þ

the mass flow rate ratio of the ambient air blown into the air pre-
cooler to the total mass flow rate of ambient air is

u ¼ ma;A

ma
: ð20Þ

Then, a Lagrange function with the objective of minimizing the
total thermal conductance can be constructed using Eqs. (15)~(17)
as the system constraints
y flow model.



Fig. 3. Comparison of the predicted cooling capacity with previous numerical
results [34].
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F ¼

P4
i¼1

KAð Þi þ k1 mw;E þmw;G �mw;J
� �

þk2 ta;R � Q4R4 þ e1 þ emix1 � Q2R2 � ta;wb;B

� �
þk3 ta;A � Q1R1 þ e1 þ emix1 � Q2R2 � ta;wb;B

� �
þk4 ta;M � Q3R3 þ e3 þ emix2 � Q2R2 � ta;wb;B

� �

2
6666664

3
7777775
; ð21Þ

where, k1–k4 are the Lagrange multipliers. The energy flow model
gives all the necessary equations with no need to derive extra math-
ematical relations for the system relationships.

Setting the differentials of Eq. (21) with respect to the thermal
conductances of each heat exchanger, the mass flow rates in the
two streams, the air flow rate ratio, u, and the heat transfer rates
Q1 and Q3 to zero yields

@F
@ KAð Þi ¼ 0; i ¼ 1;2;3;4
@F

@mw; j
¼ 0; j ¼ E;G

@F
@u ¼ 0
@F
@Qk

¼ 0; k ¼ 1;3

8>>>>><
>>>>>:

; ð22Þ

where the specific expressions in Eq. (22) are shown in the Appen-
dix A as Eqs. (A.1)–(A.9).

Simultaneously solving the thirteen optimization equations,
Eqs. (15)–(17), (19) and (22), gives the optimal design conditions
for the minimum total thermal conductance and the corresponding
optimal allocation for each heat exchanger, the mass flow rates of
circulating water in the two streams and the ambient air mass flow
rate.

Fig. 4 shows the flow chart for both the modeling and optimiza-
tion processes for the IECV system. When the ambient air condi-
tions and the cooling requirements including the temperature
and cooling capacity are prescribed, the equations can be easily
solved for both performance analyses and preliminary designs
without any iterations.
Table 1
Model inlet parameters for comparison to the present model.

Model Ambient air

Inlet air flow
rate (kg/s)

Fresh air flow
rate (kg/s)

Humidity
(kg/kg)

Te

Numerical model [34] 1.9 0 0.008 32
Experimental data [16] 14.5 6.64 0.010 32
4. Optimization results and discussion

The model was solved for an inlet temperature for the indirect
evaporative cooling and ventilation system shown in Fig. 1 of
308 K, an inlet humidity of 0.007 kg/kg and a total air mass flow
rate of 7 kg/s. The required cooling capacity was 93.4 kW and the
indoor temperature was 297 K. The heat capacity rate of the room
air was assumed to be infinite. Fig. 5 shows the variation of the
minimum total thermal conductance for various water mass flow
rates. As the water mass flow rate, mw, increases, the total thermal
conductance, (KA)t, first decreases sharply and then slowly
increases. Thus, there is an optimal mass flow rate, mw,P1, which
minimizes the required (KA)t , which is referred to as point P1.
The corresponding operating and structural parameters for this
point are listed in Table 3.

When the given (KA)t is lower than total thermal conductance at
point P1, (KA)t,P1, the system cannot satisfy the cooling requirement
for any water mass flow rate. When the given (KA)t is higher than
(KA)t,P1, there are two different mw on the optimal curve corre-
sponding to the same (KA)t. The smaller water mass flow rate will
have a lower circulating water pump energy consumption and,
consequently, will be more efficient. Therefore, the optimal condi-
tions to the left of point P1 are consistent with the optimization
principle that an increasing mass flow rate reduces the required
(KA)t. When the given mw is larger than mw,P1, a higher mass flow
rate requires a larger thermal conductance to satisfy the cooling
capacity, which means that increasing mw has a negative effect
on the optimization of (KA)t. Thus, the left optimal curve is essen-
tially the Pareto frontier which reflects the trade-off between the
thermal conductance and the mass flow rate, which represent
the investment cost and the operating cost. In these calculations,
the total air mass flow rate was prescribed, so the variations of
the total energy consumed by the two fans with different flow
rates was not considered. In addition, a lower mw results in a stee-
per increase of (KA)t along with a minimum mw for a fixed cooling
requirement, such as point P2 in Fig. 5. Thus, the system can be
operated in the three regions shown in Fig. 5. The system in Region
I will not meet the design requirement unless the designer
increases (KA)t and/ormw. The system in Region II can be optimized
by minimizing (KA)t and/or mw. The system in Region III should be
avoided because mw in this region exceeds the optimal mass flow
rate, mw,P1.

When the air inlet parameters, the required indoor tempera-
ture, the flow rate allocation ratios of ambient air and circulating
water and Q2 are fixed at the values for point P1 in Fig. 5, the sys-
tem still has eight variables that need to be determined, mw,D,
(KA)1, (KA)2, (KA)3, (KA)4, Q1, Q3, and Q4 with five constraint equa-
tions, Eqs. (8), (14)–(17); thus, the system still has three indepen-
dent parameters. Table 4 lists nine arbitrary combinations of
mw,D, (KA)1 and (KA)3 that differ from those of point P1 with
Fig. 6 showing the total thermal conductances of the two other
heat exchangers in each case, where the horizontal dashed line
represents the total thermal conductance for point P1,
(KA)t,P1. The total thermal conductance optimized by the energy
flow model-based Lagrange multipliers method is indeed the
minimum.
Circulating water User inputs

mperature (�C) Mass flow
rate (kg/s)

Mass flow rate
at point R (kg/s)

Temperature
at point R (�C)

2 1.55 32
.35 5.56 1 23



Table 2
Predicted and measured temperatures for an IVEC system.

tw,D (�C) tw,F (�C) tw,H (�C) tw,J (�C) ta,B (�C)

Experimental data [16] 17.30 28.17 22.63 25.55 19.25
Current model 17.38 27.92 20.97 25.35 19.27
Relative error 0.44% �0.89% �7.33% �0.78% 0.10%

Fig. 4. Solution method flow chart for modeling and optimization.
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Since the curve to the right of point P1 is not useful for system
optimization, only the left part of the optimal curve will be ana-
lyzed. Fig. 7 shows the optimal thermal conductance allocation
for each heat exchanger for different water mass flow rates.
Increasing mw leads to lower thermal conductances of the air
pre-cooler, the direct evaporative cooler and the fresh air heat
exchanger and a higher thermal conductance of the fan coil unit.
Figs. 8 and 9 show the optimal mass flow rate allocations of the cir-
culating water and the ambient air for various water mass flow
rates. Increasing mw leads to higher water mass flow rates in both
branches with the mass flow rate ratio of the circulating water flow
to the air pre-cooler to the total mass flow rate varying only
slightly over a small range. In addition, a larger air mass flow rate
due to the increasing mw is needed to cool the circulating water so
as to improve the system refrigeration capacity as shown in Fig. 9.
Fig. 10 shows the influence of the indoor temperature on the
system optimization. Reducing the indoor temperature results in
a decrease of the minimum total thermal conductance and an
increase of the water mass flow rate. A lower indoor temperature
requires a lower water temperature from the evaporative cooler;
therefore, its heat transfer area needs to be significantly larger.
Increasing the heat transfer area with a fixed cooling capacity leads
to a lower water mass flow rate. Thus, a higher indoor temperature
allows the system to be operated with a wider range of water mass
flow rates. Fig. 11 shows the fresh air temperature entering the
room, Ta,N, versus the water mass flow rate for various indoor tem-
peratures. Ta,N is always equal to the indoor air temperature, which
indicates that the optimization analysis should eliminate the irre-
versibility of the mixing of the fresh air and the indoor air;
although, the non-isothermal mixing of the circulating water from



Fig. 5. Minimum total thermal conductance for various water mass flow rates.
Fig. 6. Comparisons of the total thermal conductance of the nine random cases
listed in Table 4 with the optimal value for point P1.

Fig. 7. Optimal thermal conductances of each heat exchanger for various water
mass flow rates.
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the two branches is still necessary. Therefore, the system should be
optimized as a whole rather than by individual components as is
often done in the literature.

Fig. 12 shows the influence of the required cooling capacity on
the system optimization. Both the minimum total thermal conduc-
tance and its corresponding circulating water mass flow rate
increase as the required cooling capacity increases. When the
required indoor temperature is fixed, increasing the required cool-
ing capacity will increase the heat transfer temperature difference
in the fresh air heat exchanger and the fan coil unit and, conse-
quently, reduce the required cooling water temperature produced
by the system. Thus, the system needs more circulating water and
more heat transfer area to increase the refrigeration capacity.

Figs. 13 and 14 show the optimal thermal conductance alloca-
tion ratios for each heat exchanger and the optimal mass flow rate
allocation ratios of the circulating water and the ambient air for
various cooling capacities. Increasing the required cooling capacity
linearly reduces the optimal thermal conductance allocation ratio
of the fresh air heat exchanger while linearly increasing that of
the fan coil unit. The optimal thermal conductance allocation ratios
of the air pre-cooler and the direct evaporative cooler remain
almost constant. Therefore, different cooling requirements can be
achieved mainly by adjusting the heat exchanger heat transfer
areas. Increasing the required cooling capacity leads to a large
increase in the optimal ambient air flow rate allocation ratio while
the optimal water flow rate allocation ratio remains almost con-
stant, as shown in Fig. 14.

The impacts of the ambient air conditions on the system opti-
mization were also analyzed with all the other conditions the same
as in Fig. 5. Figs. 15 and 16 show the variation of the minimum
total thermal conductance and its corresponding circulating water
mass flow rate for various ambient air temperatures and
Table 3
Optimal IECV system conditions.

Design parameters (KA)t (kW/K) (KA)1 (kW/K) (KA)2 (kW/K) (KA)3 (kW

Optimum 56.98 8.45 21.15 9.47

Table 4
Nine different combinations of mw,D, (KA)1 and (KA)3.

Case No. 1 2 3 4

mw,D (kg/s) 2.9 3 3.1 3.2
(KA)1 (kW/K) 12 10 11 10
(KA)3 (kW/K) 11 10 10 9
humidities. As the ambient air temperature rises, the minimum
thermal conductance first increases and then rapidly decreases
while the corresponding water mass flow rate continuously
decreases. The reason is that as the ambient air temperature rises,
more cooling capacity is required to cool the air blown into the
room and the fresh air heat exchanger needs more heat transfer
area. Then, the fan coil unit cooling capacity will be lower since
the total cooling capacity is fixed so the fan coil unit thermal
/K) (KA)4 (kW/K) mw,E (kg/s) mw,G (kg/s) ma,A (kg/s) ma,M (kg/s)

17.91 0.75 2.61 3.71 3.29

5 6 7 8 9

3.45 3.6 3.75 3.86 4
9 7 8 7 8
10 9 8 8 9



Fig. 8. Optimal mass flow rate allocation of the water flow rate to the air pre-cooler
for various total water mass flow rates.

Fig. 9. Optimal mass flow rate allocation of the air for various water mass flow
rates.

Fig. 10. Minimum total thermal conductance for various water mass flow rates and
indoor air temperatures.

Fig. 11. Fresh air temperature entering the room for various water mass flow rates
and indoor air temperatures.

Fig. 12. Minimum total thermal conductance and its corresponding circulating
water mass flow rate for various required cooling capacities.

Fig. 13. Optimal thermal conductance allocation ratios for each heat exchanger to
its corresponding minimum total thermal conductance for various cooling
capacities.
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conductance will also be lower. The fresh air heat exchanger cool-
ing capacity is a large part of the total required cooling capacity;
therefore, the water mass flow rate is reduced. Furthermore, higher
humidity ambient air needs a larger total thermal conductance but
almost no impact on the optimal water mass flow rate as shown in
Fig. 16. This is because increasing the ambient air humidity
reduces the mass transfer potential in the direct evaporative cooler



Fig. 14. Optimal mass flow rate allocation ratios of the circulating water and the
ambient air for various cooling capacities.

Fig. 15. Minimum total thermal conductance and its corresponding circulating
water mass flow rate for various ambient air temperatures.

Fig. 16. Minimum total thermal conductance and its corresponding circulating
water mass flow rate for various ambient air humidities.
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which reduces the heat transfer due to the latent heat. Therefore,
the total thermal conductance has to be increased to obtain the
same cooling capacity.
This analysis shows that the optimal allocations of the thermal
conductance and the mass flow rate in the system are both influ-
enced by not only the cooling capacity and temperature require-
ments but also by the system boundary conditions given by the
ambient air conditions. The energy flow model optimization can
conveniently take all these factors into consideration
simultaneously.

5. Conclusions

The thermal-electrical analogy for heat transfer was used to
develop a thermal resistance model for direct evaporative cooling
processes by taking the temperature difference between the circu-
lating water temperature and the ambient air wet-bulb tempera-
ture as the driving potential for the coupled heat and mass
transfer processes. Then, an energy flow model was developed to
analyze the system performance and optimize the system design
using several thermal resistances and thermal driving potentials.
This model not only identifies the governing heat transport law
for the entire system, but also shows the constitutive relations
for each process in the system that are not given in conventional
physical-based models.

Kirchhoff’s laws for electrical circuit theory were then used to
develop a set of linear algebraic equations that reflect both the sys-
tem structure and the characteristics of each component in the
IECV system. These were then used as the system constraints for
the Lagrange multiplier method to develop an optimization equa-
tion set to minimize the total thermal conductance for a fixed cir-
culating water mass flow rate.

Simultaneous solutions of the optimization equations give the
Pareto frontier that represents the trade-off between the minimum
total thermal conductance and the minimum total circulating
water mass flow rate for a required cooling capacity of the IECV
system, as well as the corresponding water mass flow rate alloca-
tion and the thermal conductance allocation for each heat exchan-
ger. In addition, optimizations with various ambient air conditions
and cooling requirements show that a higher ambient air temper-
ature reduces both the required total thermal conductance of the
heat exchangers and the circulating water flow rate when Ta,A is
higher than 307 K, while higher humidity air needs higher thermal
conductances. In addition, a higher required indoor air tempera-
ture leads to a lower thermal conductance and a larger circulating
water flow rate; while increasing the required cooling capacity
increases both the thermal conductance and the circulating water
flow rate.
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Appendix A

The differential of Eq. (22) with respect to the thermal conduc-
tance (KA)1 yields

@F
@ KAð Þ1

¼1�k3Q1

G2
w;Ee

aa;A �G2
a;Ae

aw;E

� �
eaa;A �eaw;Eð Þ� Gw;Eeaa;A �Ga;Aeaw;Eð Þ2

G2
w;EG

2
a;A eaa;A �eaw;Eð Þ2

2
4

3
5;

ðA:1Þ
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where

Ga;A ¼ umacp;a; Gw;E ¼ mw;Ecp;w ; aa;A ¼ KAð Þ1
umacp;a

; aw;E ¼ KAð Þ1
mw;Ecp;w

:

The differential of Eq. (22) with respect to the thermal conduc-
tance (KA)2 yields

@F
@ KAð Þ2

¼1� cp;ea
cp;a

Q1þQcð Þ k2þk3þk4ð Þ

G2
a;eqe

aw;J�G2
w;J e

aa;eqð Þ eaw;J�eaa;eqð Þ
G2
a;eqG

2
w;J eaw;J�eaa;eqð Þ2 �

Ga;eqe
aw;J �Gw;J e

aa;eqð Þ2
G2
a;eqG

2
w;J eaw;J �eaa;eqð Þ2

2
6664

3
7775;

ðA:2Þ
where

Ga;eq ¼umacp;ea; Gw;J ¼mw;Jcp;w ; aa;eq ¼ KAð Þ2
umacp;a

; aw;E ¼ KAð Þ2cp;ea
mw;Jcp;wcp;a

:

The differential of Eq. (22) with respect to the thermal conduc-
tance (KA)3 yields

@F
@ KAð Þ3

¼1�k4Q3

G2
w;He

aa;M �G2
a;Me

aw;H

� �
eaa;M �eaw;Hð Þ� Gw;Heaa;M �Ga;Meaw;Hð Þ2

G2
w;HG

2
a;M eaa;M �eaw;Hð Þ2

2
4

3
5;

ðA:3Þ
where

Ga;M ¼ 1�uð Þmacp;a; Gw;H ¼ mw;Hcp;w ; aa;M ¼ KAð Þ3
1�uð Þmacp;a

;

aw;H ¼ KAð Þ3
mw;Hcp;w

:

The differential of Eq. (22) with respect to the thermal conduc-
tance (KA)4 yields

@F
@ KAð Þ4

¼ 1� k2 Qc � Q3ð Þ eaw;G eaw;G � 1ð Þ � e2aw;G

G2
w;G eaw;G � 1ð Þ2

" #
; ðA:4Þ

where

Gw;G ¼ mw;Gcp;w; aw;G ¼ KAð Þ4
mw;Gcp;w

:

The differential of Eq. (22) with respect to the thermal conduc-
tance mw,E yields

@F
@mw;E

¼ k1�k3Q1

Ga;Acp;weaw;E eaa;A �eaw;Eð Þþ eaw;E

mw;E
Ga;A�Gw;Eð Þ KAð Þ1eaa;A

Ga;AG
2
w;E eaa;A �eaw;Eð Þ2

2
4

3
5;

ðA:5Þ
The differential of Eq. (22) with respect to the thermal conduc-

tance mw,G yields

@F
@mw;G

¼
k1 � k2 Qc � Q3ð Þ

KAð Þ4
mw;G

eaw;G�cp;w eaw;G�1ð Þ
G2
w;G eaw;G�1ð Þ2 þ k4

Qc�Q3ð Þ
m2

w;G
cp;w

�k4Q3

Ga;Mcp;we
aw;G eaa;M�eaw;Gð Þþe

aw;G
mw;G

Ga;M�Gw;Gð Þ KAð Þ3eaa;M

Ga;MG2
w;G eaa;M�eaw;Gð Þ2

2
6664

3
7775;

ðA:6Þ
The differential of Eq. (22) with respect to the thermal conduc-

tance u yields

@F
@u

¼ � k2 þ k3 þ k4ð Þ Q2
@R2

@u
þ Q1ma

m2
a;Acp;ea

 !
� k3Q1

@R1

@u
� k4Q3

@R3

@u
;

ðA:7Þ
where

@R1

@u
¼

macp;aGw;Eeaa;A eaw;E � eaa;Að Þ þ 1
u e

aw;E eaa;A KAð Þ1 Gw;E � Ga;Að Þ
G2

a;AGw;E eaa;A � eaw;Eð Þ2
;

@R2

@u
¼

macp;eaGw;Jeaea eaw;J � eaeað Þ þ cp;ea
cp;au

eaw;J eaea KAð Þ2 Gw;J � Gea
� �

G2
eaGw;J eaw;J � eaeað Þ2

;

@R3

@u
¼

macp;aGw;Geaa;M eaa;M � eaw;Gð Þ þ 1
1�u e

aw;Geaa;M KAð Þ3 Ga;M � Gw;Gð Þ
G2

a;MGw;G eaa;M � eaw;Gð Þ2
:

The differential of Eq. (22) with respect to the thermal conduc-
tance Q1 yields

@F
@Q1

¼ k2 þ k3 þ k4ð Þ 1
Gw;J

þ 1
ma;Acp;ea

� R2

� 	
� k3R1; ðA:8Þ

where

R1 ¼ Gw;Eeaa;A � Ga;Aeaw;E

Gw;EGa;A eaa;A � eaw;Eð Þ :

The differential of Eq. (22) with respect to the thermal conduc-
tance Q3 yields

@F
@Q3

¼ k2R4 þ k4
1

Gw;H
� R3

� 	
; ðA:9Þ

where

R3 ¼ Gw;Geaa;M � Ga;Meaw;G

Gw;GGa;M eaa;M � eaw;Gð Þ ;

R4 ¼ eaw;G

Gw;G eaw;G � 1ð Þ :
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