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A B S T R A C T

A Stirling engine displays an aptitude for utilizing sustainable energy (such as solar energy) and exhibits the
same theoretical efficiency as that of a Carnot cycle. However, the actual efficiency of a Stirling engine is far
from the ideal Carnot efficiency due to irreversibilities. Models proposed in previous studies that focused on the
imperfect regenerative process are crude and require improvements. In this study, finite time thermodynamics is
employed to construct a refined model that considers the finite rate of heat transfer, conductive thermal bridging
loss, and regenerative loss that is supplied by the heat source. Based on the model, three objective functions
including power, efficiency, and ecological coefficient of performance (ECOP) of a Stirling engine are simulta-
neously optimized for maximization. A multi-objective optimization method based on a multi-objective particle
swarm optimization algorithm using crowding distance (MOPSOCD) is employed to optimize the Stirling engine
for the first time. Solutions obtained using the MOPSOCD comprise the Pareto set. The optimal solution is then
selected using the technique for order of preference by similarity to ideal solution. The performance under the
multi-objective optimization is compared with those of single-objective optimization methods in terms of power,
efficiency, and ECOP. The results reveal that MOPSOCD exhibits good coordination in terms of the power,
efficiency, and ECOP of the Stirling engine and may serve as a promising guide for operating and designing
Stirling engines.

1. Introduction

Currently, with the reduction in fossil energy and the increase in
environment-related problems it is extremely important to search for a
productive method to utilize renewable energy [1,2]. Stirling engines
are attractive engines for the future as they exhibit low emission, high
efficiency, low noise, and work with a relatively long lifetime. Stirling
engines display superiority in micro-cogeneration applications, renew-
able energy utilization, space power system, and low-grade heat re-
covery [3–7].

In the early nineteenth century, Robert Stirling devised the Stirling
engine in Scotland [8], and its practical virtue as a simple, dependable,
and secure engine was acknowledged following its invention [9]. Tlili
et al. [10] constructed an irreversible Stirling model and researched the
effect of regenerative efficiency and dead volume. Based on the Direct
Method and the first law of thermodynamics, Costea and Petrescu
[11,12] analyzed the process of a Stirling engine with finite speed.
Curzon and Ahlborn [13] studied a Carnot engine with finite time.
Following this, finite time thermodynamics (FTT) is applied in several
engines including Stirling engines. Blank et al. [14] considered the

irreversibility in the external heat transfer processes and analyzed an
endoreversible Stirling engine with FFT and obtained the efficiency at
maximum power. Senft [9] developed a mathematical model of Stirling
engines with internal heat losses, mechanical friction losses, and limited
heat transfer. Chen et al. [15] considered the limited heat transfer and
regenerative losses and modeled and investigated the performance of a
combined system that consisted of a Stirling engine and a solar col-
lector. Wu et al. [16] investigated the optimal performance of a Stirling
engine with a finite-speed effect in the regenerating processes and finite
heat transfer in isothermal processes. Kaushik et al. [17–19] used the
FTT method to develop a Stirling heat engine and pump model that is
subject to a finite heat capacitance rate of working substance, the heat
leak between two reservoirs, and regenerative losses. Ahmadi et al. [20]
studied the effect of design parameters on a Stirling system model that
considered finite-rate heat transfer, regenerative heat loss, conductive
thermal bridging loss, and finite regeneration process time.

Several studies examined the optimization of Stirling cycle engines.
Li et al. [21] optimized the power of a solar-driven Stirling cycle model
and derived the corresponding efficiency. Tyagi et al. [22] optimized
the thermo-economic function of a Stirling heat pump and indicated
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that regenerative effectiveness significantly affected the performance of
a cycle. An “ecological” standard for the optimum operation of finite-
time heat engines [23] involves maximizing an equation that represents
the optimal trade-off between power and the product of the tempera-
ture of the heat sink and entropy production. Yan [24] pointed out that
replacing the temperature of the heat sink with ambient temperature is
more suitable. Long et al. [25] maximized the ecological function for
general heat engines and obtained the corresponding efficiency and its
bounds. He et al. [26], Tyagi et al. [27], and Ahmadi et al. [28–30]
optimized different cycles under the ecological standard proposed by
Yan. Long et al. [31,32] optimized the performance of the Stirling-like
thermally regenerative electrochemical cycle (TREC) under the max-
imum power and ecological criteria. The ecological coefficient of per-
formance (ECOP), which is a positive ecological function proposed by
Ust [33], is defined as the ratio of power output to the loss rate of
availability, and Ahmadi et al., applied it to optimize an absorption heat
pump [34]. Conflict can exist between objective functions of an engine,
and thus multi-objective optimization was proposed to simultaneously
optimize multiple criteria as opposed to single objective optimization.
Sadatsakkak and Ahmadi et al. examined multi-objective optimization
of different cycles for various operating circumstances [35–42]. Luo
et al. [43] adopted an algorithm combined by adaptive simulated an-
nealing and a genetic algorithm towards the performance optimization
of Stirling engines. The multi-objective optimization method based on
the second version of non-dominated sorting genetic algorithm (NSGA-
II) was used by Ahmadi et al. [44–51] to perform studies on Stirling
engines. Long et al. [52] conducted a multi-objective optimization of
the Stirling -like TREC with maximum power output and maximum
exergy efficiency as the objective functions simultaneously. Kennedy
and Eberhart [53] proposed particle swarm optimization (PSO) with a
faster convergence speed when compared with that of the genetic al-
gorithm. Coello et al. [54] presented a multi-objectives particle swarm
optimization algorithm (MOPSO) for multi-optimization. Duan et al.
[55] applied MOPSO in a Stirling engine with the triple objectives of
power, efficiency, and the irreversibility parameter. Nevertheless, the
PSO algorithm can easily lapse into local convergence. In order to solve
this, Raquel and Naval [56] presented a multi-objective particle swarm
optimization algorithm using crowding distance (MOPSOCD) that ex-
hibits a better convergence and capability to maintain diversity.

With respect to evaluating the performance of Stirling engine, sev-
eral studies focused on the four common processes in a Stirling cycle as
follows: expansion, compression, and two regeneration processes. Few
efforts focused on studying the complementary regenerative heat loss.
In order to resolve this, we propose a modified Stirling engine model
with FTT. Furthermore, three key criteria, namely power, efficiency,
and ECOP of the model are obtained and simultaneously optimized by
MOPSOCD.

2. Theoretical model

The Stirling cycle consists of two isothermal branches and two
isochoric regenerating branches. As shown in Fig. 1, the Stirling engine
absorbs heat from a heat source with constant temperature TH and re-
leases heat to a heat sink with a constant temperature TC in the model.
It is necessary for the four branches of the actual Stirling engine to
proceed within a finite time, and thus, the heat transfer between the
external heat reservoirs and working substance occurs with a finite
temperature difference. Because of imperfect regeneration, the outlet
states of working substance in the absorbing and releasing heat pro-
cesses inside the regenerator are at 3′ as opposed to 3 and 1′ as opposed
to 1, respectively. In order to circulate the working substance as a
Stirling cycle, it is necessary to cool down the working substance to T3
at a constant volume with heat removed to the external heat sink.

According to heat transfer theory, the rates of heat transfer out of
and into the working substance are proportional to the temperature
differences between the working substance and external heat reservoirs.

Thus, we express the heat transfer during expansion and compression
processes as follows:

= −− −Q α T T t( )h H h3 4 3 4 (1)

and

= −− −Q α T T t( )l l L1 2 1 2 (2)

respectively, where αh denotes the thermal convection between
working substance and heat source at temperature TH, αl denotes the
thermal convection between working substance and heat sink at tem-
perature TL, and t3–4 and t1–2 denote durations of the two isothermal
branches in processes 3–4 and 1–2, respectively.

Process 3–4 is an isothermal process, and thus heat released from a
heat reservoir to working substance equals the work performed by the
working substance as follows:

=−Q nRT λlnh3 4 (3)

where n, R, and λ denote moles of the working substance, perfect gas
constant, and volume compression ratio, respectively. With respect to
the Stirling cycle, λ is defined as follows:

= =V
V

V
V

λ1

2

4

3 (4)

Similarly, in process 1–2, the following expression is obtained:

=−Q nRT λlnl1 2 (5)

In process 2–3, given the imperfect regenerative of the actual
Stirling engine, the temperature of working substance are unable to
reach T3 but only reach T3′ after the working substance absorbs heat
from the regenerator. The imperfect regeneration coefficient of process
2–3 is denoted by μ2–3, and the heat loss and heat transferred during
this process are expressed as follows

=′− − −Q μ Q3 3 2 3 2 3 (6)

= − = −− ′ − ′− − −Q Q Q μ Q(1 )2 3 2 3 3 3 2 3 2 3 (7)

Similarly, we denote the imperfect regeneration coefficient of pro-
cess 4–1 by μ4–1, and this results in the following expression:

=′− − −Q μ Q1 1 4 1 4 1 (8)

= − = −− ′ − ′− − −Q Q Q μ Q(1 )4 1 4 1 1 1 4 1 4 1 (9)

The regenerative processes are isochoric, and thus heat exchanged
in these processes is expressed as follows:

= = −− −Q Q mc T T( )h l2 3 4 1 (10)

where c refers to the constant volume specific heat capacity of the
working substance.

In order for a working substance to operate as a Stirling cycle, it is
necessary to heat the working substance to T3 prior to the expansion
process and cool it down to T1 prior to the compression process. While
dealing with regeneration loss in regenerative process 2–3, researchers
assume that the regenerative loss is supplied by the external heat re-
servoir. Therefore, the actual heat released by heat reservoir is as fol-
lows:

= +− ′−Q Q Qh 3 4 3 3 (11)

The actual time required for the heat exchange is as follows:

= +
−′−

− ′−t Q Q
α T T( )h H h

3 4
3 4 3 3

(12)

According to Eqs. (1) and (12), the heat transfer during process 3′–3
is expressed as follows:

= −′ ′Q α T T t( )h H h3 –3 3 –3 (13)

The above function indicates that the temperature of working sub-
stance remains constant at Th during process 3′–3, and this conflicts
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with the fact that the temperature of working substance increases from
T3′ to T3. In order to resolve this contradiction, we continue to consider
the regenerative heat loss as replenished by heat reservoirs, albeit with
the difference that the processes are isochoric as opposed to isothermal.
We use variable T to represent the variable temperature of the working
substance, and the heat transfer during process 3′–3 is represented as
follows:

= −′dQ α T T dt( )h H3 –3 (14)

The conservation of energy in process 3′–3 is as follows:

=′dQ mcdT3 –3 (15)

Combining Eqs. (14) and (15), we can obtain the time required for
process 3′–3 as follows:

⎜ ⎟= ⎛
⎝

−
−

⎞
⎠

′
′t mc

α
T T
T T

ln
h

H

H
3 –3

3

3 (16)

Similarly, we obtain the time required for isochoric process 1′–1 as
follows:

⎜ ⎟= ⎛
⎝

−
−

⎞
⎠

′
′t mc

α
T T
T T

ln
l

L

L
1 –1

1

1 (17)

Because of the finite-time effect in regenerating processes, we as-
sume that the temperature of the working substance changes linearly
over time when the regenerating processes proceed, and this is ex-
pressed as follows:

= ± =dT
dt

k i( 1,2)i (18)

where ki denotes a positive constant. In the regenerative heating pro-
cess, we use the sign “+” and i = 1 while we use the sign “−” and
i = 2 in the regenerative cooling process. Therefore, the duration of
regenerative processes is expressed as follows:

= −
′

′t T T
k2–3

3 2

1 (19)

= −
′

′t T T
k4–1

4 1

2 (20)

Based on the above equations, we obtain the duration of the Stirling
cycle as follows:

= + + + + +

= + − +

+ + +
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− − − − −

−

+ − −
− − −
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(21)

and the heat leakage proportional to the temperature difference be-
tween heat source and heat sink can be expressed as

= −Q α T T τ( )H Lleak leak (22)

where αleak denotes the thermal leak coefficient between the heat
source and heat sink. Therefore, the actual amounts of heat released
from and to the external heat reservoirs in a cycle are as follows, re-
spectively:

= + +′Q Q Q QH 3 –3 3–4 leak (23)

= + +′Q Q Q QL 1 –1 1–2 leak (24)

The entropy generation rate of this cycle is obtained as follows [57]:

=
−

σ
τ

˙
Q
T

Q
T

L
L

H
H

(25)

The above equations are used to express the power, efficiency, and
ECOP of the Stirling engine as follows:

= −P nR T T λ
τ

( )lnh l
(26)

= = −
− + − +−

η P
Q

nR T T λ
α T T τ μ cm T T nRT λ

( )ln
( ) ( ) lnH

h l

H L h l hleak 2 3 (27)

=
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(28)

3. Optimization with MOPSOCD

With respect to the optimization of an engine, the objective func-
tions may conflict with each other. This is resolved by applying multi-
objective optimization that yields the best solution by counterpoising
the incompatible objective function.

Among swarm intelligence optimization algorithms, PSO exhibits
the characteristic of fast convergence in single-objective optimization
problems. In the PSO algorithm, the individuals that are considered as
particles are those that lack volume and quality, fly in the search space
at a certain speed, and dynamically adjust the speed based on the in-
tegrated analysis of the individual and collective flight experience over
generations.

The PSO algorithm was extended to deal with multi-objective op-
timizations. Coello [54] compared the capacity of several evolutionary
algorithms in solving multi-objective optimization problems and con-
cluded that the MOPSO requires less execution time and exhibits better
convergence to the true Pareto set when compared to NSGA- II. Carlo
extended MOPSO and included the selection of leaders from an external
archive by using a crowding distance mechanism to aid in the retention
of the diversity of nondominated solutions.

Fig. 1. P-V (a) and T-S (b) scheme of the Stirling engine.
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Similar to the nondominated solutions in NSGA-Ⅱ, the crowding
distance adopted in MOPSOCD is obtained by measuring the perimeter
of the cube that is formed by the neighboring individuals as vertices.
Prior to calculating the crowding distance, it is necessary to sort the set
of solutions in ascending order by the function value. As shown in
Fig. 2, with respect to particle i, the mean distance of its two adjacent
particles in the Pareto frontier, namely particles i−1 and i+1, is de-
fined as its crowding distance as follows:

=
+

d
d d

2i
i i,1 ,2

(31)

A higher crowding distance indicates a lower density of the in-
dividual distribution and higher diversity of the solution. Conversely, a
lower crowding distance denotes higher density of the individual dis-
tribution and a lower diversity of the solution. The structure of
MOPSOCD that is applied here is illustrated in Fig. 3.

In this study, triple objective functions including power, efficiency,
and ECOP of Stirling engine that are denoted by (26), (27), and (28),
respectively, are optimized for simultaneous maximization. We select
Helium as the working substance. Imperfect regeneration coefficients,
temperature change rates in the regeneration processes, coefficients of
heat transfer, environment temperature, and thermal leak coefficient
are selected as the known parameters. The parameters for optimization
include temperatures of the heat source, heat sink, and working sub-
stance in the expansion and compression chambers. In order to ensure
consistency with previous studies [16], the specifications are listed in
Table 1.

Four decision variables, namely Th, Tl, TH, and TL that denote the
temperature of the working substance in the expansion chamber,

temperature of the working substance in the compression chamber,
temperature of the heat source, and temperature of the sink, respec-
tively, follow the constraints given below:

≤ ≤T600 1000 Kh (32)

≤ ≤T300 600 Kl (33)

≤ ≤T1000 1200 KH (34)

≤ ≤T280 300 KL (35)

In the multi-objective problem, a Pareto set is derived, and a pro-
cedure to select the final optimal result through decision making is
required. In this study, the technique for order preference by similarity
to an ideal solution (TOPSIS) is adopted to obtain a decision.

4. Results and discussion

Heat transfer coefficients heat transfer between the working sub-
stance and heat reservoirs, αh and αl, are important parameters in the
Stirling engine design, whose effects on the output power, thermal ef-
ficiency, and ECOP of the Stirling engine are depicted in Fig. 4. It can be
observed that as the heat transfer coefficients, αh or αl, increases, both
the efficiency and power increase substantially at first, then approach
constant values, while the ECOP remains constant. Therefore, large heat
transfer coefficients between the working substance and heat reservoirs
are required to improve the thermal efficiency and output power of the
Stirling engine model. However, they present no influence on the ECOP
of the Stirling engine model.

The effects of the conductive thermal bridge loss coefficient on the
output power, thermal efficiency, and ECOP of the Stirling engine are

Fig. 2. Crowding distance in the Pareto frontier.

Fig. 3. The flow chart of MOPSOCD.

Table 1
Specifications of the Stirling engine.

Specifications Values

Working substance Helium
Moles of working substance n 1 mol
Mass of working substance m 4 g
Specific heat capacity cv 3.214 J/(g·K)
Ideal gas constant R 8.314 J/(mol·K)
Imperfect regeneration coefficient μ2–3 0.3
Imperfect regeneration coefficient μ4–1 0.2
Temperature change rate k1 5000 K/s
Temperature change rate k2 5000 K/s
Coefficient of heat transfer αh 1000 W/(K·s)
Coefficient of heat transfer αl 1000 W/(K·s)
Environment temperature T0 300 K
Conductive thermal bridge loss coefficient αleak 12 W/(K·s)

Fig. 4. Power, efficiency, and ECOP versus coefficients of heat transfer.
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depicted in Fig. 5. In Fig. 5, by increasing the conductive thermal bridge
loss coefficient, both the thermal efficiency and ECOP decrease while
the output power remains constant. Therefore, a small conductive
thermal bridge loss coefficient is required to improve the thermal effi-
ciency and ECOP of the Stirling engine model.

To coordinate the conflicting performance criteria, the thermal ef-
ficiency, output power, and ECOP of the Stirling engine are simulta-
neously maximized using the multi-objective optimization method that
works based on the MOPSOCD algorithm. In this, the optimization
process is conducted by objective functions as expressed in Eqs.
(26)–(28). The decision variables (design parameters) of optimization
include the temperatures of the working substance in expansion
chamber and compression chamber and the temperatures of heat source
and sink with constraints as stated in Eq. (32)−(35).

Fig. 6 shows the Pareto frontier in the proposed objectives' space
that is obtained using MOPSOCD with the options specified in Table 1.
In this figure, we observe the conflicting relationship that is evident
among the triple objectives. With respect to the parameters given
above, the ideal point should be located at the top-right-front, and this
leads to the maximum efficiency, the highest power, and the highest
ECOP. In contrast, the non-ideal point should be located at the bottom-
left-back, and this leads to the lowest efficiency, the least power, and
the least ECOP. The red balls represent the Pareto optimality derived by
MOPSOCD. It is observed that the optimal solutions are located in
10.86 kW ≤ P ≤ 14.60 kW, 28.47% ≤ η ≤ 33.49% and 0.64 ≤ ECOP
≤ 1.09. The green ball represents the final optimal point selected by

TOPSIS, and this is the ideal solution in coordination. The corre-
sponding output power, thermal efficiency, and ECOP are 12.44 kW,
32.62%, and 1.02, respectively.

A compact way to determine the direct or indirect association of
optimal data points of the model involves the use of surface fitting to
promote the determination of intermediate values among reference
points. As depicted in Fig. 7, we construct a surface to fit the Pareto
frontier that results from MOPSOCD, and the fitted equation is ex-
pressed as follows:

=

× − × + × − × ×

− × × ×
+ × − × × − × ×

+ × × − × × ×

−

−

− −

− −

ECOP

P η η

P η
P η P

η P η

2.35 10 3.64 1.50 5.28 10

8.06 10
1 2.79 3.50 10 1.31 10

1.27 10 1.17 10

2 2

2

3 2 2

2 2 1 (36)

This is applied to gain the ECOP for a given efficiency and power.
The Pareto frontiers for the dual-objective optimization (ŋ-P, P-

ECOP, ECOP-ŋ) are depicted in Figs. 8−10.
Fig. 8 illustrates the Pareto optimal frontier for efficiency and power

of the Stirling engine. It is observed that the power varies from 12.3 kW
to 14.6 kW and the efficiency varies from 28.6% to 33.5%. It is also
observed in Fig. 8 that the efficiency of Stirling engine decreases with
an increase in power. This tendency results from a conflicting nature
between maximizing thermal efficiency and output power of the

Fig. 5. Power, efficiency, and ECOP versus conductive thermal bridge loss coefficient.

Fig. 6. Pareto optimal front in objective space.

Fig. 7. Efficiency, power, and the ECOP Pareto frontier with the surface fit.

Fig. 8. Pareto optimal front in objective space (ŋ-P).
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Stirling engine as shown in Eqs. (25) and (26). In order to aid the op-
timization of Stirling engine design, the curve fitting formula for effi-
ciency and power is derived as follows:

= − × + × − × + ×

− ×

−η P P P P9.06 10 4.79 10 9.48 10 8.34 10

2.75 10

1 4 1 3 2 2 3

4 (37)

Fig. 9 illustrates the Pareto optimal frontier for power and ECOP of
the Stirling engine. The power varies from 0.64 to 1.09, and the thermal
efficiency varies from 10.9 kW to 14.6 kW. It is also observed in Fig. 9
that the power of Stirling engine decreases with an increase in ECOP.
This tendency results from a conflict between maximizing output power
and ECOP of the Stirling engine as expressed in Eqs. (25) and (27). In
order to facilitate the optimization of the Stirling engine design, the
curve fitting formula of power and ECOP is derived as follows:

= − × + × − ×
+ ×

P ECOP ECOP ECOP2.25 10 3.72 10 2.00 10
1.81 10

1 3 1 2 1

1 (38)

Fig. 10 illustrates the Pareto optimal frontier for ECOP and effi-
ciency of the Stirling engine. The power varies from 32.7% to 33.5%,
and the thermal efficiency varies from 0.92 to 1.09. It is also observed
from Fig. 10 that the ECOP of Stirling engine decreases with an increase
in efficiency. This tendency results from a conflict between maximizing
ECOP and thermal efficiency of the Stirling engine as shown in Eqs. (27)
and (26). In order to facilitate the optimization of the Stirling engine
design, the curve fitting formula of ECOP and efficiency is derived as

follows:

= − × + × + × − ×−ECOP η η η4.58 10 4.54 10 1.50 10 1.65 101 3 1 2 3 4

(39)

The results obtained by MOPSOCD and single objective optimiza-
tions are compared in Table 2 and Fig. 11 in detail. In Fig. 11, the light
blue ball, green ball, and dark blue ball represent the states for single-
objective optimizations based on maximum output power, thermal ef-
ficiency, and ECOP of the Stirling engine, respectively. The red ball
represents the state optimized by MOPSOCD and selected by the
TOPSIS decision making method. In Table 2, the values of three ob-
jective functions optimized by different methods and corresponding
decision variables are listed for purposes of comparison. When com-
pared with the optimal result obtained by the single-objective optimi-
zation of power, the optimal result under MOPSOCD was obtained as
14.79% lower in terms of power, but 14.58% and 59.38% higher in
terms of efficiency and ECOP, respectively. With the exception of a
significant increase in ECOP, the result obtained by MOPSOCD ex-
hibited a slight advantage in terms of the amount of increase in effi-
ciency than that of the reduction in power. When compared with the
optimal result obtained by the single-objective optimization of effi-
ciency, the result optimized by MOPSOCD and selected by TOPSIS was
1.72% and 10.87% better in terms of power and ECOP, respectively.
The efficiency optimized by MOPSOCD was 2.60% lower than that
derived by the single-objective optimization for efficiency. Never-
theless, the result obtained by proposed MOPSOCD is still competitive.
It is slightly higher in efficiency, and it also led to a significant increase
in ECOP. When compared with the optimal result obtained by the
single-objective optimization of ECOP, the optimal result under MOP-
SOCD was 0.37% and 6.42% lower in terms of efficiency and ECOP,
respectively, albeit 14.55% higher in terms of power. With a slight
reduction in efficiency and ECOP, the optimal power under MOPSOCD
was significantly higher than that derived by the single-objective op-
timization for ECOP. Thus, MOPSOCD leads to a more desirable design
of the Stirling engine if it is compared with single objective optimiza-
tion methods.

5. Conclusions

In the present study, a more realistic Stirling engine model with
thermal resistance, conductive thermal bridging loss, and regenerative
losses was established using FTT. Regeneration is an important part of a
Stirling engine, and thus the analysis focused on nonnegligible re-
generative losses. This is different from the FTT analysis on Stirling
engines in extant studies as the complementary regenerative losses
supplied by external heat reservoirs were considered in a more rational
way, and corresponding time was individually evaluated. As a result, a
more practical Stirling model was established and its output power,
thermal efficiency, and ECOP functions were obtained.

Additionally, thermal efficiency, output power, and ECOP of the
Stirling model were derived and simultaneously optimized for max-
imization. A multi-objective optimization method based on the
MOPSOCD algorithm was employed in Stirling engine for the first time.
Furthermore, TOPSIS was used in strategic decision-making to select
the final optimal result of the Stirling engine. Moreover, we compared

Fig. 9. Pareto optimal front in objective space (P-ECOP).

Fig. 10. Pareto optimal front in objective space (ECOP-ŋ).

Table 2
Optimization results under different optimization methods.

Optimization
algorithm

Objective Variable

P [kW] ŋ [%] ECOP Th [K] Tl [K] TH [K] TL [K]

Maximum Power 14.60 28.47 0.64 874.3 455.4 1200.0 280.0
Maximum Efficiency 12.23 33.49 0.92 985.1 325.2 1119.2 280.0
Maximum ECOP 10.86 32.74 1.09 896.8 340.2 1000.0 300.0
MOPSOCD (TOPSIS) 12.44 32.62 1.02 917.0 362.3 1070.4 300
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the solution obtained by MOPSOCD with those obtained by single-ob-
jective optimization method. The results revealed that the power, effi-
ciency, and ECOP obtained under MOPSOCD exhibited moderate values
indicating that the optimal result obtained by MOPSOCD adequately
harmonizes performance of Stirling engines. The findings indicate that
the MOPSOCD provides an alternative method for Stirling engine de-
sign and its optimal result exhibits a desirable performance when
compared with that of the single-objective optimization approach.
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Nomenclature

c constant volume specific heat capacity, [J/(g·K)]
d distance, [―]
ECOP ecological coefficient of performance, [―]
i natural number, [―]
k1, k2 temperature change rates in regenerative processes, [K/s]
m mass of working substance, [g]
n mole of working substance, [―]
P power, [W]
Q heat, [J]
R perfect gas constant, [―]
S entropy, [J/K]
t time, [s]
T temperature, [K]
V volume, [m3]
Greek symbols

α thermal convection, [W/K]
λ volume compression ratio, [―]
σ̇ entropy generation rate, [J/(K·s)]
ŋ efficiency, [―]
τ cyclic duration, [s]
μ imperfect regeneration coefficient, [―]
Subscripts

h expansion process
H heat source

l compression process
L heat sink
leak thermal leak
1, 1′, 2, 3, 3′, 4 state points
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